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1 . Motivation and focus of the paper  

i.  Are accurate the estimation routines canned in these packages? 
ii.  Do we have sound benchmarks to take into account? 

Increasing interest in discrete choice models in the econometrics 
and behavioural literature. 

Statistical and Social research institutes collect and store many 
microeconomic datasets. 

Many statistical and econometric packages provide different 
algorithms for estimating discrete choice models. 



2. Four packages at comparison 

For answering the previous questions we compare and confront 
the estimates of some of the most spread packages for discrete 
choice modeling: 

1)  LIMDEP  (4.0.1) 
2)   R   (2.13.0) 
3)  SAS   (9.2) 
4)  STATA  (11.2) 



2. Four packages at comparison 

Many other statistical packages are available.  
Some of them were not available for the 
scrutiny.  
Others do not feature  powerful discrete choice 
estimation procedures. 



3. Discrete Choice Models 

1)  Binary vs multinomial choice models, 
2)  Nominal vs ordered choices 
3)  Models with i.i.d. errors vs Models without i.i.d. errors 

The simplest models are those where we have a binary decision: 



3. Discrete Choice Models 

Ordered choices models 

ε ~ normal      ordered probit 
ε ~ logistic        ordered logit 



3. Discrete Choice Models 

Unordered choice models are motivated by random 
utility model: 
 

Uij = θ’xij + εij  
Index i refers to the decision maker, index j refers to the 
choice. εij is the unobservable residual. 
Probability of making choice j is:  
 

Prob(Uij > Uik)    for all k ≠ j 



3. Discrete Choice Models 

With IID residuals distributed according to extreme value (Gumbel) 
we have a closed form expression of the choice probabilities. 

Variables are choice varying: 

Conditional Logit Model 

Variables are choice invariant: 

Multinomial Logit Model 



3. Discrete Choice Models 

With a normal distribution for the residuals we don’t have a closed 
form expression of the choice probabilities. 

This J-multivariate integral can be reduced to a (J-1)-dimensional. 
Still a daunting task! 
 



4. Multinomial Logit Models and IIA  

Going from binary to multinomial choices brings in 
the issue of Independence of Irrelevant Alternatives. 

Introduction of new choices correlated with the already 
available choices modifies  their log-odds.  

Red Bus / Blue Bus example 

Modifications of the basic Logit have been developed for 
taking care of correlations among choices. 
Another possibility is provided by …→ 



5. Multinomial Probit Models 

No constraint is put on the covariance structure 
of the unobserved components of the utility. 
With more then 5/6 alternatives the 
computational complexity gets quite large. 
Simulated maximum likelihood or MCMC for 
Bayesian Analysis are possible avenues. 
Some packages do not provide estimation 
algorithms for Multinomial Probit Models. 



5. Multinomial Probit Models 

R includes the MNP package which fits the 
Bayesian Multinomial Probit with Gibbs 
Sampling.  
Stata provides the mprobit commands which 
imposes independent standard normal 
distribution for the residuals of the utility. No 
covariances are estimated.  
MNP seems the more comprehensive procedure. 



5. Multinomial Probit Models 



5. Multinomial Probit Models 

The numerical results are not very satisfactory. 
In a binomial framework the STATA command 
mprobit computes the same estimate as the  
probit command. 
 
This test is not allowed in R: MNP refuses to 
run the estimate with only two categories. 



6. Conditional Probit Models 

SAS procedure MDC provides a PROBIT 
estimation with alternative-varying variables, 
 
LIMDEP command MNPROBIT allows 
PROBIT estimation with alternative-varying & 
invariant variables. 



7. Some Numerical Examples 

Conditional Logit Estimates comparisons 



7. Some Numerical Examples 

Conditional Probit Estimates comparisons 



7. Some Numerical Examples 

Nested Logit Estimates comparisons 



7. Some Numerical Examples 

Mixed Logit Estimates comparisons 



8. Concluding Remarks 

It is relevant to compare canned estimated procedure. 

Situation changes dramatically once we move to the Multinomial 
Probit  Models: some packages do not provide estimation 
algorithms for them, others are not so easy to compare. 

The four examined packages produce quite comparable results in 
the estimation of multinomial/conditional  logit  models with 
different correlation structure among the errors. 

Development methods for open source statistical software might be 
improved by a tighter review of the numerical results.    
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